Einleitung

In diesem Kapitel erzihlen wir, wie es dazu kam, dieses Buch zu schrei-
ben. AufSerdem geben wir dir eine Art Bedienungsanleitung an die Hand,
um dieses Buch zu lesen und damit zu arbeiten: Wo stebt was, warum
machen wir dies oder jenes? Und wir beschreiben das Zusammenspiel
zwischen dem ISTQB®-Lebrplan [GTB 2021] und diesem Buch. Fach-
liche Inhalte findest du ab Kapitel 1.

Wie es dazu kam, dieses Buch zu schreiben

Als die Idee entstand, dieses Buch zu schreiben, haben wir alle drei bei der
imbus AG in Mohrendorf gearbeitet. imbus beschaftigt sich seit vielen Jahren u.a.
mit der Qualititssicherung (QS) von IT-Systemen. Um immer auf dem Laufenden
zu bleiben, gibt es jedes Jahr neue interne Projekte, die sich mit neuen Technologien,
neuen Methoden, neuen Testvorgehen etc. befassen. Vor etwa fiinf Jahren wurde
die Idee geboren, sich in diesem Rahmen intensiv dem Thema »kiinstliche Intelli-
genz« (KI) zu widmen. Kurz zuvor hatte Nils sich mit dem Thema Ethik im Kontext
von QS fir KI auseinandergesetzt. Nils wollte sein Wissen folglich in dieses Projekt
einbringen. Gerhard hatte in seinem Berufsleben immer mal wieder mit KI zu tun
und war ebenfalls von Beginn an dabei. Verena hatte sich bereits wahrend ihres Stu-
diums mit dem Thema kiinstliche Intelligenz beschaftigt. Thre Expertise in diesem
Bereich passte also sehr gut ins Team. Das interne Forschungsprojekt hatte und hat
bis heute das Ziel, in das Thema Testen von und Testen mit KI einzutauchen. Wir
wollten und wollen neue Methoden finden und etablieren, um erfolgreich KI-Sys-
teme qualitdtssichern zu konnen. Unsere Zusammenarbeit lief gut und wir schrie-
ben gemeinsam Artikel oder hielten Vortrige auf Konferenzen. Verena und Gerhard
tibernahmen dann auch die KI-Schulung zum »A4Q AI and Software Testing«
[A4Q 2019], die seit Dezember 2020 bei imbus angeboten wurde. Als dann im
ISTQB® (International Software Testing Qualifications Board, istgb.org) der neue
Lehrplan zum KI-Testen erstellt wurde und dessen Review anstand, engagierte sich
Gerhard dort.
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Wir flachsten immer mal wieder dariiber, ein gemeinsames Buch zum Thema KI
und QS zu schreiben. Aus diesen Scherzen wurde dann irgendwann Ernst. Wir
hoffen, dass das Ergebnis nicht nur uns, sondern auch dir gefillt.

Wie verhalt sich das Buch zum Lehrplan des ISTQB®?

Ende des Jahres 2021 hat das ISTQB® den Lehrplan zum »Certified Tester Al Tes-
ting« (CT-Al) veroffentlicht [ISTQB 2021a]. Dieser beinhaltet im Wesentlichen
zwei Themen:

Das Testen von Kl-basierten Systemen

Das Testen mit Kl-basierten Systemen, also die Testunterstiitzung durch KI-
basierte Systeme

Das Buch deckt beide Bereiche ab. Da sich unser beruflicher Alltag aber viel haufi-
ger um den Test von Kl-basierten Systemen dreht, konzentrieren wir uns in diesem
Buch — wie auch der Lehrplan selbst — darauf. Hier werden wir die einzelnen Passa-
gen mit Praxisbeispielen aus unserem Projektalltag untermalen, viele Ubungen
beschreiben und Losungsbeispiele aufzeigen.

Wir haben den Anspruch, dass dieses Buch dabei hilft, eine Schulung fir den
CT-AI mit anschlieSender Zertifizierungspriifung erfolgreich zu absolvieren, und
zugleich ein Nachschlagewerk fiir den Arbeitsalltag von Testerinnen und Testern
darstellt. Haufig ist ein Lehrplan allein nicht geeignet, um den Kurs im Selbststu-
dium zu absolvieren. In diesem Fall kann das Buch als Begleitmaterial zu einer
Schulung oder zum Selbststudium verwendet werden. Das Buch wurde von uns
so konzipiert, dass es die Inhalte des Lehrplans abdeckt, diese entsprechend mit
weiteren Informationen anreichert sowie die im Lehrplan genannten Ubungen
aufzeigt und dabei hilft, sie zu meistern. An manchen Stellen erschien es uns sinn-
voll, zusitzliche Ubungen einzubauen.

Aufgrund unserer Erfahrungen als Trainerin und Trainer sowohl fiir den
ISTQB® CT-AI als auch dessen Vorginger »A4Q Al and Software Testing« [A4Q
2019] sind wir sicher, dass dieses Buch eine gute Unterstiitzung bei der Vorbereitung
auf die Zertifizierungsprifung sein wird. Um die eigenen Kenntnisse zu tiberpriifen,
empfehlen wir die Bearbeitung der zusammen mit dem Lehrplan veréffentlichten
ISTQB®-CT-AI-Ubungsfragen [ISTQB 2023]. Die originale Veroffentlichung des
Lehrplans ist in Englisch verfasst. Das German Testing Board (GTB) hat im darauf-
folgenden Jahr sowohl den Lehrplan als auch die Ubungsfragen in deutscher Spra-
che veroffentlicht (vgl. [GTB 2021]; [ISTQB 2023]).

Die Kapitel in diesem Buch stimmen mit den zugehorigen Kapiteln des ISTQB®-
CT-Al-Lehrplans tiberein. An einigen Stellen haben wir in den (Unter-)Kapiteln
selbst Exkurse eingefiigt. Diese dndern jedoch nichts an der Ubereinstimmung der
einzelnen Abschnitte mit dem Lehrplan. Die Schlisselbegriffe fiir die einzelnen
Kapitel fithren wir in Englisch und Deutsch auf.
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Das ISTQB®- und das Certified-Tester-Ausbildungsschema

Das International Software Testing Qualifications Board (ISTQB®) ist eine global
agierende Organisation, die das erfolgreichste Ausbildungs- und Zertifizierungs-
schema zum Testen von Software entwickelt hat. Es ist in regionalen bzw. natio-
nalen Boards organisiert. Im deutschsprachigen Raum sind dies das Austrian Tes-
ting Board (ATB), das German Testing Board (GTB) und das Swiss Testing Board
(STB). Das Ausbildungsschema des ISTQB® ist in drei Stufen organisiert: Foun-
dation Level, Advanced Level und Expert Level. Innerhalb jeder Stufe gibt es
Lehrplane zu mehreren Themenbereichen rund um den (Software-)Test, die von
ehrenamtlich titigen Autorinnen und Autoren aus Industrie und Forschung
erstellt werden. Neben diesen drei Stufen gibt es weitere Spezialmodule und
Module zum Thema »Testen in agilen Projekten«.

Weitere Informationen zur Organisation, dem Ausbildungs- und Zertifizie-
rungsschema sowie den Lehrplinen finden sich auf der Webseite des ISTQB®
[URL: ISTQB] sowie auf den Seiten der nationalen Testing Boards (vgl. [URL:
ATBJ; [URL: GTB]; [URL: STB]).

Fiir den ISTQB® »Certified Tester Foundation Level« (CTFL) wurde im August
2023 ein neuer Lehrplan in der Version 4.0 — zunichst in englischer Sprache —
veroffentlicht [GTB 2023]. In diesem sind beispielsweise Begriffe wie Testorakel
entfallen. Der aktuelle CT-Al-Lehrplan bezieht sich noch auf den CTFL in der
Version 3.1. Fiir dich als Leserin oder Leser ist es daher wichtig, zumindest fiir die
Zertifikatsprufung die Begrifflichkeiten der Version 3.1 des CTFL parat zu
haben. Wir beziehen uns im Buch immer auf den CTFL 3.1 [GTB 2018].

Schliisselbegriffe und Keywords

Zu Beginn jedes Kapitels listen wir die Schliisselbegriffe und die dazugehorigen
Begriffe aus dem Lehrplan auf. Zusitzliche Begriffe, die uns wichtig erscheinen,
ergianzen diese Auflistung.

Manche Begriffe verwenden wir im Projektalltag in der Regel in Englisch. Ein
Beispiel ist Bias. Der Begriff wird auch im Deutschen oft verwendet, der deutsche
Begriff Verzerrung hingegen eher weniger. Wir haben versucht, diesem Umstand
im Buch gerecht zu werden, und verweisen dann bei solchen Begriffen auf den
Projektalltag. In einer moglichen Zertifikatsprufung solltest du auf jeden Fall den
deutschen Begriff kennen.
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Notwendige Vorbereitungen fiir die praktischen Ubungen

Dieses Buch enthilt zu vielen Kapiteln auch praktische Ubungen. E
In den meisten veranschaulichen wir die Lerninhalte an Code-
beispielen in der Programmiersprache Python. Die Aufgaben und
Losungen befinden sich auf GitHub unter hitps://github.com/KI- O
Testen/Uebungen, unserem KI-Testen-Repository. Wir verwenden
hauptsichlich Jupyter Notebooks', da diese es uns ermoglichen, den Code fiir
dich anschaulich zu dokumentieren, und du ihn interaktiv ausfithren kannst.
Jupyter Notebooks finden nicht nur an (Hoch-)Schulen, sondern auch in Lehr-
materialien haufig Verwendung.

Um unsere Jupyter Notebooks nutzen zu konnen, benotigst du Zugriff auf
eine JupyterLab-Umgebung. Wir empfehlen die Installation auf deinem eigenen
PC oder Laptop. Dann kannst du darauf Python und die notwendigen Biblio-
theken selbst installieren. Eine Anleitung dafiir findest du in unserem GitHub-
Repository.

A0)
.

Wenn du auf deinem PC nichts installieren kannst oder willst, gibt es verschie-
dene Moglichkeiten, auf bereits installierte JupyterLab-Umgebungen im Web
zuzugreifen, wie z.B.:

GitHub Account: uiber https://github.com/codespaces einloggen und mit dem
Jupyter Notebook-Template einen Codespace anlegen.

Mit Google-Konto: auf hitps://colab.research.google.com/ mit deinem Google
Account einloggen.

Auf Jupyter.org: ohne Login fiir Versuche ein JupyterLab tiber
https:/ljupyter.org/try-jupyter starten.

Du musst in jeder dieser Varianten die Dateien aus unserem Git-Repository
manuell dort hineinkopieren. Achte dabei darauf, die Verzeichnisstruktur beizu-
behalten. Wir konnen jedoch nicht garantieren, dass diese Umgebungen immer
verfiigbar sind und mit unseren Ubungen funktionieren.

Weitere Hinweise

Anrede

Wir arbeiten meist in jungen und agilen Teams, in denen wir Produkte mitent-
wickeln und testen. In diesen steht das Team im Mittelpunkt und der Kommuni-
kationsstil ist so angepasst, dass sich in der Regel alle Teammitglieder duzen. Die-

1. Einen Einstieg in Jupyter Notebooks und wie man damit arbeitet, findest du auf dieser Webseite:
bttps:/ljupyter-tutorial.readthedocs.ioldellatest/index.html.
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sen Kommunikationsstil haben wir auch fiir dieses Buch tibernommen und duzen
daher die Leserin und den Leser. Selbstverstandlich kann uns auch jeder duzen.
Wir hoffen, dass du dich durch diesen Kommunikationsstil nicht unangemessen
angesprochen oder sogar angegriffen fiihlst. Sollte dies doch der Fall sein, moch-
ten wir uns dafir entschuldigen.

Geschlechtergerechte Sprache

Wie bereits in den vorangehenden Abschnitten zu sehen war, versuchen wir im
gesamten Buch, eine geschlechtergerechte Sprache zu verwenden. Wir nutzen
sowohl die weibliche als auch die miannliche Form. Zum Beispiel schreiben wir
die Nutzerin und der Nutzer. Auf die Verwendung von Gendersternchen oder
Ahnlichem verzichten wir an dieser Stelle. Wir tun dies ausschliefSlich aus Griin-
den der besseren Lesbarkeit. Wir beabsichtigen damit keine Diskriminierung von
Menschen unterschiedlichen Geschlechts. Sollten sich manche durch diese Ent-
scheidung diskriminiert fithlen, méchten wir uns dafiir entschuldigen und ver-
sichern, dass dies nicht unsere Absicht ist.

Praxisbeispiele

Die Praxisbeispiele stammen tiberwiegend aus unserer beruflichen Praxis. Um
den Schutz der Kunden und deren Geschiftsgeheimnisse zu wahren, mussten wir
abstrahieren oder kleinere Anpassungen vornehmen.

Einige Praxisbeispiele haben keinen direkten Bezug zu Projekten mit unserer
Beteiligung. Sie sind, wie ein Spamfilter fiir E-Mails, aber Beispiele, die uns und
vielleicht auch dir im tiglichen Leben begegnen.

Die Praxisbeispiele sind folgendermafSen gekennzeichnet:

Praxisbeispiel 0-1:  Beispielthema (ggf. Erweiterung)

So stellen wir Praxisbeispiele dar. Bei diesem Kasten handelt es sich um ein Anschau-
ungsbeispiel, das zeigen soll, wie wir Situationen aus unserem (oder einem vergleich-
baren) Projektalltag im weiteren Verlauf des Buches beschreiben.

Englische Abbildungen

Wir haben echte Screenshots eingefiigt, um das Geschriebene bildlich zu verdeut-
lichen. Es gibt ein Bild nur mit englischem Inhalt. Da dieses Bild selbsterklarend
ist und den Text erginzen soll, wurde auf eine Ubersetzung verzichtet.
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Ubungen

Wir empfehlen dringend, die im Buch enthaltenen Ubungen durchzufiihren und
nicht nur zu lesen. Diese selbst durchzufithren, fordert wesentlich das Verstandnis
der Lerninhalte. Theoretische Kenntnisse wirken nur unterstitzend fiir die prak-
tische Anwendung. Die Ubungen helfen dir, Ideen zu generieren und festzulegen,
wie du mit der aktuellen Aufgabenstellung im Projektkontext umgehen kannst.
Vielleicht findet sich fiir die Ubungen eine Sparringspartnerin oder -partner aus
der Testing Community oder unter den Arbeitskollegen.

Alle Aufgaben und Losungen zu den Ubungen findest du im online verfiig-
baren GitHub-Repository (hitps://github.com/KI-Testen/Uebungen).

Hinweis zum Glossar

Solltest du im Buch auf einen dir unbekannten Begriff stofSen, empfehlen wir dir,
direkt in unserem Glossar am Ende des Buches nachzuschlagen. Wir haben darin
alle Begriffe, die unserer Meinung nach zum besseren Verstiandnis beitragen, aufge-
listet und mit dem dominenspezifischen Glossar des CT-Al-Lehrplans [GTB 2021]
und dem allgemeinen Glossar des ISTQB® [URL: Glossar] abgeglichen. Bei den
Begriffen und/oder Definitionen kann es andere Formulierungen geben, die Inhalte
stimmen jedoch aus unserer Sicht Giberein. Sollten in diesem Buch weitere unbe-
kannte Worter oder Begriffe auftauchen, empfehlen wir dir als erste Anlaufstelle
die beiden genannten Quellen.

Quellen und Links

Quellen und Links wurden von uns zuletzt im August 2023 uberpriift. Sollten
sich nach diesem Datum Anderungen ergeben haben, sind diese nicht im Buch
berticksichtigt.

Danksagungen

Wir mochten Danke sagen: Ein grofSes Dankeschon geht an Anna, Brigitte und
Felix fiir ihre Unterstiitzung, ihre Geduld und ihre Nachsicht wihrend der letzten
fast zweieinhalb Jahre.

Danke auch an Florian Fieber und Binia Sonnen fiir ihre vielen Anmerkungen
und Tipps, die das Buch qualitativ deutlich aufgewertet haben. Ebenso bedanken
wir uns bei Andreas Spillner, Mario Winter und Jonas Monnich fiir ihre wert-
vollen Anmerkungen sowie bei unseren zahlreichen Kolleginnen und Kollegen,
mit denen wir viele Gesprache tiber das Thema KI und damit auch iiber das Buch
gefithrt haben.

Zu guter Letzt geht unser Dank auch an den dpunkt.verlag und Christa Prei-
sendanz fir die gute Betreuung wihrend des Schreibens.
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1 Einfiihrung inKi

» Dinge wahrzunehmen ist der Keim der Intelligenz. «
Laotse

In diesem Kapitel erkliren wir allgemein den Begriff der kiinstlichen
Intelligenz (K1) und die damit in Verbindung stehenden Systeme. Wir ver-
mitteln, wie der Begriff entstand und sich bis beute entwickelt hat, aber
auch was heutige kiinstlich intelligente Systeme charakterisiert und sie
von konventioneller Software unterscheidet. Ebenso werfen wir einen
Blick darauf, wie und mit welchen Frameworks Kl-basierte Systeme ent-
wickelt werden und was bei deren Betrieb zu beachten ist: als Service in
der Cloud, auf dedizierter Hardware oder im regulatorischen Umfeld.

Kl-spezifische Schliisselbegriffe aus dem Lehrplan:

Al as a Service (AlaaS), KI-Entwicklungs-Framework (Al development framework),
KI-Effekt (Al effect), KI-basiertes System (Al-based System), kunstliche Intelligenz
(K1, artificial intelligence), neuronales Netzwerk (neural network), Deep Learning
(DL), tiefes neuronales Netzwerk (deep neural network), starke KI (general Al),
Datenschutzgrundverordnung (DSGVO, General Data Protection Regulation,
GDPR), maschinelles Lernen (ML, machine learning), schwache KI (narrow Al),
vortrainiertes Modell (pre-trained model), kiinstliche Superintelligenz (super Al),
technologische Singularitit (technological singularity), Transfer-Lernen (transfer
learning)

Weitere Schliisselbegriffe in diesem Kapitel:
keine

1.1 Definition von Kl und der KlI-Effekt

Der Begriff der kiinstlichen Intelligenz (KI) ist in unserem Leben fast allgegen-
wirtig geworden. Wir haben ihn schon oft in den Nachrichten gehort, in Artikeln
und Biichern dazu gelesen oder Filme dariiber gesehen. So verwundert es nicht,
wenn viele von sich sagen, den Begriff KI verstanden zu haben. Wir ordnen dann
gerne KI als aktuelle Hightech-Innovation ein.
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Neu ist die Idee einer von Menschen geschaffenen Intelligenz aber keinesfalls.
Schon weit vor dem heute beobachtbaren gesellschaftlichen Hype fiihrte die wis-
senschaftliche Forschung den Begriff der kiinstlichen Intelligenz ein. Er geht auf
die 1950er-Jahre zuriick, als Forscherinnen und Forscher der damals bereits
wachsenden technischen Moglichkeiten ein besonderes Ziel vor Augen hatten:
Rechenmaschinen zu bauen, die den Menschen und seine Fahigkeiten imitieren
konnen. Als wichtigstes Ereignis wird heute der Workshop am Dartmouth
College in New Hampshire im Jahr 1956 angesehen, der erstmals eine Studie zu
kiinstlicher Intelligenz zum Thema hatte.'

Seitdem beschiftigt sich die Forschung in Theorie und Praxis mit diesem Ziel.
Mit den Fortschritten in der mathematischen Modellierung, den technischen
Moglichkeiten und neuen potenziellen Anwendungsgebieten hat sich auch die
Definition des Begriffs der kiinstlichen Intelligenz stindig weiterentwickelt. Im
derzeitigen Sprachgebrauch versteht man Folgendes darunter:

Kiinstliche Intelligenz (KI): Die Fahigkeit eines technischen Systems, Wissen und
Fertigkeiten zu erwerben, zu verarbeiten, zu entwickeln und anzuwenden.?

a.  Aus der englischen Definition des technischen Reports ISO/IEC TR 29119-11 [ISO/IEC TR
29119-11].

Der Wandel, dem die Definition des KI-Begriffs bis heute unterworfen ist, erklart
sich vor allem aus einer verdnderten Wahrnehmung technischer Systeme und
deren Leistungen. Insbesondere ist die Grenze zwischen konventioneller Software
und Systemen mit kiinstlicher Intelligenz nicht festgeschrieben, sondern ebenfalls
einem Wandel unterworfen.

Noch in den 1970er-Jahren konnten mifSig getibte Schachspielerinnen und
-spieler die damaligen Schachcomputer besiegen. Ein Programm, das in der Lage
gewesen wire, einen Schachweltmeister zu schlagen, schien dagegen unmoglich.
Das Schachspiel ist ein Paradebeispiel fiir eine ganze Reihe von Problemen, die
trotz weniger Regeln und begrenztem Spielfeld eine hohe strategische Komplexitit
aufweisen. Als 1997 dann Deep Blue den damals amtierenden Schachweltmeister
Garri Kasparow besiegte, wurde dies als Siegeszug der kiinstlichen Intelligenz
gefeiert. Aus heutiger Sicht wird die damalige Software jedoch von vielen nicht
mehr als KI bezeichnet. Deep Blue nutzte damals eine Brute-Force-Methode, also
eine auf purer Rechenleistung beruhende Methode, um den nichsten Zug zu
ermitteln. Ein Erwerben oder Weiterentwickeln der eigenen Fertigkeiten, wie nach
der aktuellen Definition einer KI, war hier gar nicht vorgesehen.

Mit dem Begriff der kinstlichen Intelligenz verbinden wir durchaus eine Art
von Bewunderung fiir eine unerwartete Leistung. Insbesondere, wenn man diese

1. hutps:/len.wikipedia.orgiwiki/Dartmouth_workshop, abgerufen am 08.08.2023.
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nicht ohne Weiteres technisch, einfach und nachvollziehbar erkliren kann. Eine
kleine Anekdote dazu: Selbst die Entwicklerinnen und Entwickler von Deep Blue
waren damals tiber bestimmte Ziige ihres Programms tiberrascht. Spater fanden
sie heraus, dass einer diese Ziige auf einen Programmierfehler zuriickzufiihren
war, der die Maschine zunichst in eine Endlosschleife versetzte. Ein Notfall-
mechanismus hat dann die Zugsuche abgebrochen und per Zufall einen beliebi-
gen ausgewihlt. Just dieser vollig unorthodoxe Zug hatte Kasparow damals aus
dem Konzept gebracht, weil er dahinter eine besondere Genialitit vermutete. Das
Blatt wendete sich und Kasparow verlor [Silver 2012].?

Ebenso zihlte die Fachwelt Expertensysteme der 1970er- und 1980er-Jahre lange
Zeit zu den Systemen mit kiinstlicher Intelligenz. Diese arbeiten mit klar beschriebe-
nen Regeln, z.B. Wenn-dann-Bedingungen, sowie mit in Datenbanken gespeichertem
Expertenwissen. Meist konnen sie komplizierte Fragestellungen aus einem bestimm-
ten Wissensgebiet gut beantworten. Schon die ersten Expertensysteme zeigten, trotz
einfach strukturierter Regelwerke, Fahigkeiten, die man damals nur menschlichen
Fachexpertinnen und -experten zutraute. Heute werden die damaligen Expertensys-
teme nicht mehr zur KI gezihlt, moderne Expertensysteme hingegen schon.

Die Verschiebung dieser Grenze, also die Wahrnehmung, ob man ein System
als kuinstliche Intelligenz ansieht oder nicht, bezeichnet man als KI-Effekt [URL:
Wikipedia]. Im Laufe der Zeit hat sich diese Einschdtzung in der Gesellschaft ver-
andert und sie verandert sich vermutlich auch weiterhin. Diesem Umstand tragt
der alternative Begriff Lernende Systeme Rechnung, der sich in den vergangenen
Jahren gerade in der Forschung etabliert hat.

In diesem Buch benutzen wir den Begriff KI sehr oft. Damit meinen wir die sehr
weit gefasste Menge an Systemen im Sinne der oben genannten Definition. In den
seltensten Fillen ist jedoch eine reine KI-Software allein im Einsatz. Meistens ist
sie in konventionelle Software? eingebettet. Um dies zu betonen, werden wir diese
dann auch als KI-basierte Systeme bezeichnen. Im weiteren Verlauf des Buches
miissen wir andererseits aber auch priziser werden und sprechen dann z.B. von
logikbasierten Systemen (siehe Abschnitt 1.4) oder Systemen des maschinellen
Lernens (ML-Systemen, ab Kap. 3).

1.2 Schwache KI, starke Kl und die kiinstliche Superintelligenz

Viele kennen die kiinstlichen Superintelligenzen in den Science-Fiction-Filmen
wie 2001 — Odyssee im Weltraum oder Terminator. Sie greifen nicht nur auf tiber-
menschliches Wissen zu, sondern sind sogar fihig, die Menschheit auszuloschen.
Wenn du dir aber anschaust, wozu KI heute in der Lage ist, dann wird schnell

2. https:/len.wikipedia.orgiwiki/Deep_Blue_(chess_computer)#Deep_Blue_versus_Kasparov,
abgerufen am 08.08.2023.
3. InProjekten verwenden wir synonym auch den Begriff klassische Software.
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klar, dass diese Superintelligenzen derzeit nicht realisierbar sind. KI, so wie sie
heute eingesetzt und entwickelt wird, ist lediglich in der Lage, spezifische Aufga-
ben in einem limitierten Kontext auszufithren. Wir sprechen hier von begrenzter
oder schwacher KI, da ihr Einsatzgebiet auf einen sehr begrenzten Problemraum
beschrinkt ist.

Schwache KI: KI, die auf eine einzelne klar definierte (engl. well-defined) Aufgabe
konzentriert ist, um ein spezifisches Problem zu l16sen.?

a. Ubersetzt aus [ISO/IEC TR 29119-11].

Solche begrenzten Kls zeigen uns immer wieder beeindruckende Spielkiinste in
strategischen Spielen, wie z.B. AlphaZero, veroffentlicht von der Google-Firma
DeepMind im Dezember 2017 [Silver et al. 2017]. AlphaZero kann innerhalb
von wenigen Stunden eigenstandig Spielstrategien verschiedener Brettspiele nur
anhand der Spielregeln erlernen. Damit zeigt AlphaZero Fahigkeiten, die bei Wei-
tem die eines Menschen tibersteigen. Dennoch betrachten wir dieses System als
begrenzte KI, da sie mit ihren Fahigkeiten auf das sehr spezifisches Aufgabenfeld
der strategischen Brettspiele beschrankt ist.

In unserem Alltag finden wir alle mittlerweile viele Situationen, in denen
schwache KIs Aufgaben tibernehmen: Spamfilter, die unerwiinschte E-Mails aus-
sortieren, Sprachassistenten, die unsere Telefonate entgegennehmen, Bordcompu-
ter in unseren Autos, die uns mitteilen, welcher Kundenservice ansteht. All diese
KIs zeigen ihr Konnen nur in ihrem definierten Aufgabenbereich. Fiir neue Auf-
gaben auflerhalb ihres vorgesehenen Einsatzgebiets sind sie nicht entwickelt.

Stell dir vor, du trainierst eine KI mit sehr vielen Hundebildern, um auf Bil-
dern von Hunden deren Rasse erkennen zu kénnen.* Wenn du der KI Hunde-
bilder prasentierst, funktioniert diese erstaunlich gut. Was passiert aber, wenn auf
dem Bild kein Hund zu sehen ist? Dafiir ist die KI nicht trainiert. Sie versucht
dennoch, das Bild einer Hunderasse zuzuordnen, obwohl es sich bei dem Bild gar
nicht um einen Hund handelt. Die offensichtlich begrenzte KI bleibt in ihrem eng
gefassten Aufgabenbereich.

Die offene Forschungsplattform OpenAI hat mit GPT-3 im Juni 2020 eine KI zur
Verarbeitung von Texten auf einem noch nicht dagewesenen Level veroffentlicht
[Brown et al. 2020]. Seit Anfang 2023 ist die neuere Version GPT-3.5 als Chatbot
ChatGPT fur alle kostenlos verfugbar. GPT-3 ist ein durch Deep Learning trai-
niertes neuronales Netz’, das zur Textverarbeitung im weitesten Sinne eingesetzt
werden kann. Das Einsatzgebiet fiir GPT-3 reicht von der Erstellung von journa-

4. Auf der offenen Plattform Kaggle findest du dafiir geeignete Datensitze, z.B.:
https:/fwww.kaggle.comljessicali9530/stanford-dogs-dataset.

5. Wir verwenden abweichend vom Syllabus im gesamten Buch den Begriff neuronales Netz
anstelle von neuronalem Netzwerk, siche dazu unseren Hinweis zu Beginn von Kapitel 6.
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listischen Artikeln tiber Gedichte bis hin zu Programmcode. Sind damit die Gren-
zen der begrenzten KI hin zur generellen KI iiberschritten?

Starke KI: Ki, die Uber das gesamte Spektrum der kognitiven Fahigkeiten ein dem
Menschen vergleichbares intelligentes Verhalten zeigt. *

a.  Ubersetzt aus [ISO/IEC TR 29119-11].

In der Definition der starken KI, angelehnt an die ISO/IEC TR 29119-11:2020
(der Lehrplan spricht hier von der allgemeinen KI), wird die Summe der mensch-
lichen Fahigkeiten ins Zentrum gestellt. Im Gegensatz zur begrenzten KI sprechen
wir von einer generellen KI, wenn die Fahigkeiten nicht auf eine Aufgaben-
stellung beschrinkt ist. Eine starke KI hat weitreichende Fihigkeiten, vergleich-
bar mit denen eines Menschen, wie beispielsweise Begriindungen zu formulieren,
die Umwelt zu verstehen, Schlussfolgerungen zu ziehen und danach zu handeln.

Auch wenn die Fihigkeiten von GPT-3 so michtig erscheinen, ist GPT-3 auf
rein textuelle Aufgaben beschrankt und nicht in der Lage, wie ein Mensch Sach-
verhalte zu verstehen, sondern ahmt Formulierungen aus den Trainingsdaten, wie
im Training gelernt, lediglich nach. Daher sprechen wir bei GPT-3 nicht von einer
generellen KI. Gleiches gilt fiir die bessere Version GPT-4. Im Kontext der gegebe-
nen Definitionen und nach Stand von August 2023 wurde noch keine starke KI
realisiert, kurz: Es gibt keine.

Die oberste Stufe der kiinstlichen Intelligenz ist die der kiinstlichen Superintelli-
genz. Darin werden Kls zusammengefasst, die das Verhalten von uns Menschen nicht
nur nachahmen konnen, sondern unsere Fihigkeiten durch die Verarbeitung von
gewaltigen Datenmengen sogar iibertreffen. Dazu nutzen sie einen praktisch unlimi-
tierten Datenspeicher und Zugang zu allem menschlichen Wissen, wie es z.B. im
Internet zu finden ist. Der Punkt, an dem die KI von der generellen KI zur kiinstlichen
Superintelligenz tibergeht, wird auch als technologische Singularitit beschrieben.

Kiinstliche Superintelligenz: Eine KI, deren Fahigkeiten die Fahigkeiten des Menschen
Uberschreiten bzw. weit Ubertreffen.

Auch wenn diese kinstlichen Superintelligenzen bis jetzt nur in Filmen existieren,
hielt Stephen Hawking sie in der Zukunft fir realisierbar und warnt vor deren
Fahigkeiten.

»Ich fiirchte, dass die kiinstliche Intelligenz den Menschen insgesamt
ersetzen konnte. Wenn Menschen Computerviren entwerfen, wird jemand
eine kiinstliche Intelligenz entwerfen, die sich selbst verbessert und vermebhrt.
Das wird eine neue Lebensform sein, die den Menschen iiberragt. «
Stephen Hawking, 2017
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1.3 Kl-basierte Systeme und klassische Systeme

»K1 ist auch nur eine Software.« So hort man es des Ofteren. Das ist sicher richtig,
aber KI-Systeme werden nicht wie klassische Software (auch konventionelle Soft-
ware genannt) entwickelt. Denke an klassische Softwaresysteme, hier haben Men-
schen die darin enthaltenen logischen Zusammenhinge und Abliufe hergeleitet.
Diese werden in Form von Anweisungen wie Wenn-dann-sonst-Konstrukten (engl.
if-then-else) und Schleifen im Programmcode festgehalten. Die dafiir verwendeten
Programmiersprachen werden auch als imperative Programmiersprachen bezeich-
net. So entscheiden die Entwicklerinnen und Entwickler, bei welchem Input sich
die Software wie verhalten soll.

Fiir Menschen ist es im Normalfall relativ einfach, mit entsprechendem Vor-
wissen die logischen Zusammenhinge zu verstehen. Sie konnen nachvollziehen,
wie die Softwareeingaben in Ausgaben® umgewandelt werden und warum sich das
System so verhilt, wie es sich verhalt. Selbst, wenn diese klassischen Softwaresys-
teme sehr komplex sind, sind doch Menschen mit Vorwissen in der Lage, diese
Software zu verstehen und den Grund fiir ein bestimmtes Verhalten zu ermitteln.

KI-basierte Systeme, die durch maschinelles Lernen (engl. machine learning, ML)
trainiert werden, erlernen wahrend der Trainingsphase das gewlnschte Verhalten.
Um diese Systeme zu trainieren, gibt es eine Vielzahl von Techniken, auf die wir in
Abschnitt 1.4 genauer eingehen. Unabhangig von der gewahlten Technik, wird in
der Trainingsphase eines Kl-basierten Systems anhand von erlernten Datenmus-
tern bestimmt, wie es in Zukunft auf neue Daten reagieren soll. Die zugrunde lie-
genden logischen Zusammenhinge werden nun nicht mehr von Entwicklerinnen
oder Entwicklern vorgegeben, sondern automatisiert aus den Datenmustern durch
das ML abgeleitet (fiir eine detaillierte Erklirung des maschinellen Lernens siehe
Kap. 3). Du kannst dir leicht vorstellen, dass die Qualitat der Daten einen wesent-
lichen Einfluss darauf hat, wie gut die KI in der Trainingsphase lernt. Wenn die
Lernphase mit Daten, die keine repriasentativen Datenmuster und Merkmale bein-
halten, stattgefunden hat, lernt die KI wihrend der Trainingsphase unzureichende
oder sogar falsche Regeln (siehe die Abschnitte 2.4 und 3.5).

Wahrend bei der klassischen Softwareentwicklung die Entwicklerinnen und
Entwickler direkten Einfluss auf die Logik der Software haben, haben sie bei KI-
basierten Systemen nur indirekt Einfluss auf deren Verhalten, namlich lediglich
tber die Wahl des Inputs wihrend des Trainings und die Auswahl der KI-Technik
und des dazugehorigen ML-Algorithmus (siehe Abb. 1-1). Ein ML-Algorithmus
ist eine mathematische Vorgehensweise, die zur Erstellung eines ML-Modells aus
einem Trainingsdatensatz verwendet wird.

6. Im Folgendem schreiben wir oft Input und Output. Diese Begriffe werden meist im KI-Kontext
verwendet.
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Abb. 1-1 Klassische und Ki-basierte Software im Vergleich

KI-basierte Systeme haben im Vergleich zu klassischen Systemen meist den Nach-
teil, dass die logischen Regeln fiir Menschen weniger leicht bis tiberhaupt nicht
nachvollziehbar sind — je nach Komplexitit der KI-Technik (siehe Abschnitt 2.7).
Daher spricht man bei KI-Software oft auch von einer Blackbox.

Um den Unterschied zwischen der Entwicklung von Kl-basierten und klassi-
schen Systemen noch deutlicher zu machen, schauen wir uns ein Praxisbeispiel
aus dem Bereich des maschinellen Lernens an.

Praxisbeispiel 1-1:  Testframework fiir eine Heizungssteuerung

Im Rahmen dieses Projekts ging es um funktionale Tests einer Heizungssteuerung
(Smarthome-Steuerung). Auf einem Touchdisplay konnten die Raumtemperatur sowie
viele andere Einstellungen der Heizung vorgenommen werden. Im Projekt musste fir
verschiedene Testszenarien bewertet werden, ob das Touchdisplay die richtigen Infor-
mationen anzeigt. Dafiir wurde im Test der Smarthome-Steuerung jede Minute das
Touchdisplay fotografiert und das Foto in einer Datenbank abgelegt. Mithilfe des KI-Sys-
tems sollte der Testaufwand fiir die manuelle Auswertung der Fotos reduziert werden. Es
wurde ein Testframework entwickelt, das den Inhalt der Bilder automatisiert erkennen
und auswerten sollte. Das Framework setzte sich aus klassischen und KI-Softwarekompo-
nenten zusammen.

Ein Teil des Touchdisplays stellte eine Temperaturanzeige mit vier Sieben-Segment-
Ziffern dar (siehe Abb. 1-2). Wir wahlten fiir die sehr einfach aufgebaute Anzeige einen
klassischen Softwareansatz fiir das Auslesen der Temperaturanzeige: Wir Gberlegten uns,

—



1 Einfithrung in KI

welche Merkmale auf der Anzeige ausschlaggebend sind und welche Logik im Pro-
grammcode angewandt werden musste, um festzulegen, um welche Ziffer es sich an
den einzelnen Positionen handelt. Dies gestaltete sich recht aufwendig, da die Software
auch bei leicht variiertem Winkel des Fotos oder sich anderndem Lichteinfall fahig sein
sollte, die Anzeige abzulesen. Nach langem Tiifteln mit den Belichtungszeiten und den
Kontrasteinstellungen hatten wir eine zuverldssige Testautomatisierung entworfen.
Diese war in der Lage, die auf der Temperaturanzeige abgebildete Zahl mit einem Soll-
wert zu vergleichen.

Die Anzeige enthielt neben der Temperaturanzeige auch deutlich kompliziertere Ele-
mente, wie Warnsymbole, ein Zeichen fiir den Kalibrierungsmodus und eine Batterie-
zustandsanzeige. Der Aufwand mit der oben beschriebenen Herangehensweise wurde
dadurch ungleich groéBer. Da die Logik im Programmcode zu komplex zu werden drohte,
entschieden wir uns fur einen ML-Ansatz. Wir wahlten ein neuronales Netz, das sich fur
diese Klassifikationsaufgabe eignete. Um die Kl zu trainieren, verwendeten wir den selbst
erstellten Datensatz von Bildern dieser Heizungssteuerung. Anhand dieser Trainings-
daten lernte die KI, die Merkmale und Muster zu erkennen und sie den verschiedenen
Symbolen zuzuordnen. Allerdings stellten wir beim Testen der Kl fest, dass diese nicht
die bendtigte Genauigkeit hatte. Warum die Kl so schlechte Ergebnisse lieferte, konnten
wir anhand des Programmcodes der Kl nicht mehr erkennen. Die Logik im neuronalen
Netz war fiir uns Menschen nicht mehr nachvollziehbar.

Abb. 1-2 Sieben-Segment-Anzeige auf dem Display einer Heizungssteuerung

Praxistipp

Auch wenn Kls beeindruckende Erfolge erzielt haben, haben sie den groBen Nachteil,
dass ihre Logik nur schwer bis gar nicht mehr nachvollziehbar ist. Es gibt Ansatze, die ver-
suchen, Kls erklarbar zu machen (siehe Abschnitt 2.7). Bei sensiblen Aufgabenstellungen
kann es dennoch sinnvoll sein, von der Verwendung einer Kl ganz abzusehen und auf
eine klassische Software zuriickzugreifen. Diese ist méglicherweise aufwendiger in der
Entwicklung der inneren Logik, der Entscheidungsprozess der Software ist dafiir aber im
Detail nachvollziehbar. Testerinnen und Tester kdnnen in einer solchen Software auch
sehr einfach Reviews vornehmen und Whitebox-Tests durchfiihren. Reviews und White-
box-Tests in einer Kl sind im Gegensatz dazu sehr schwierig bis unmaoglich.

Bei der Abgrenzung von konventionellen und Kl-basierten Systemen musst du dir im
Klaren dariber sein, dass sich in der Praxis die Wahrnehmung tiber KI-basierte Systeme in
stetem Wandel befindet. Systeme, die man heute als Kl-basierte Systeme bezeichnet, wer-
den in Zukunft vielleicht den konventionellen Systemen zugeordnet (siehe Abschnitt 1.1).
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14 Kl-Techniken

Im vorangegangenen Abschnitt haben wir den wesentlichen Unterschied zwischen
KI-basierter und konventioneller Software beschrieben. Insbesondere haben wir
dort das maschinelle Lernen als eine der am weitverbreitetsten Entwicklungsme-
thoden erwihnt. Doch das ist nicht die einzige Methode. In Abbildung 1-3 zeigen
wir eine Auswahl an KI-Techniken” (der ISTQB®-Lehrplan spricht hier gar von
Technologien).

_l:_ Suchalgorithmen )

/’,— N _—”l/”—_ ~T\\
P N = ——— -
,»” Maschinelles Lernen \\l:lz_zir _Li)%l: i
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\\ B Clustering-Algorithmen / m Verf?hrensorlentlertes J
\ B Genetische Algorithmen /4 AN o Schliefien il
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Abb. 1-3 Eine Auswahl an Kl-Techniken, mit denen KI-Komponenten entwickelt werden kénnen.

Wenn man eine KI-Komponente entwickeln will, muss man meist frihzeitig eine
KI-Technik und einen der dazugehorigen ML-Algorithmen auswéhlen. Erst danach
kann man mit dem Training beginnen. In Abschnitt 3.4 gehen wir niher darauf ein,
welche Faktoren fiir die Auswahl eines Algorithmus zum Tragen kommen.

Jede KI-Technik hat ihre eigenen Vorziige, aber auch Nachteile. Daher ist es nicht
ungewohnlich, dass man nach einem wenig erfolgreichen Training die Wahl des
Algorithmus tiberdenken und mit einem vermutlich besser geeigneten Algorith-
mus das Training erneut beginnen muss.

Es kommt nicht selten vor, dass man in einem KI-basierten System auch mehr
als eine einzige KI-Technik verwendet. Stell dir beispielsweise ein System vor, das
eine Reisebuchung tiber einen Sprachdialog ermdoglichen soll. Man wird es dort
vermutlich mit neuronalen Netzen zur Spracherkennung zu tun haben. Die Aus-
wahl des Reiseangebots konnte hingegen durch einen intelligenten Suchalgorith-
mus unterstiitzt werden.

7. Technisch Interessierte finden einen umfassenden Einblick in [Russell & Norvig 2020] oder eine
Ubersicht zu vielen weiteren KI-Techniken in [Wahlster et al. 2022, ab S. 42].



